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Abstract

Risk analysis is challenged in three ways by uncertainty. Our understanding of the world and
its uncertainties is evolving; indeterminism is an inherent part of the open universe in which we
live; and learning from experience involves untestable assumptions. We discuss several concepts
of robustness as tools for responding to these epistemological challenges. The use of models is
justified, even though they are known to err. A concept of robustness is illustrated in choosing
between a conventional technology and an innovative, promising, but more uncertain technology.
We explain that non-probabilistic robust decisions are sometimes good probabilistic bets. Info-
gap and worst-case concepts of robustness are compared. Finally, we examine the exploitation of
favorable but uncertain opportunities and its relation to robust decision making.

1 Introduction

This essay discusses two ideas: uncertainty and robustness. Uncertainty is a central challenge
in the analysis of risk. In its severe forms, uncertainty is a lack of information, a deficiency
of understanding, or the potential for surprise. In section 2 we use historical and philosophical
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approaches in attempting to understanding the nature and origin of severe uncertainty. Section 3
presents some responses to the challenges of uncertainty, based mainly on concepts of robustness.

2 Why Risk Analysis is Difficult

2.1 A Bit of History

The ancient Greeks invented the axiomatic method and used it in the study of mathematics.(1, 2)

Some medieval thinkers explored the mathematics of uncertainty,(3) but it wasn’t until around
1600 that serious thought was directed to the systematic study of uncertainty.(4) In the mid 18th
century Thomas Bayes launched the modern idea of conditional probability and its application to
inference.(5) Statistics as a separate and mature discipline emerged only in the 19th century,(6, 7)

and Kolmogorov provided an axiomatization of probability in the 1930s.(8) The 20th century saw
a florescence of uncertainty models. Lukaczewicz discovered 3-valued logic in 1917,(9) and in 1965
Zadeh introduced his work on fuzzy logic.(10) In between, Wald formulated a modern version of
min-max in 1945.(11) A plethora of other theories, including P-boxes,(12) lower previsions,(13, 14)

Dempster-Shafer theory,(15, 16) generalized information theory(17) and info-gap theory(18) all suggest
that the study of uncertainty will continue to grow and diversify. This suggests that innovations,
discoveries, inventions, surprises, errors, and misunderstandings are to be expected.

Furthermore, the diversity of models of uncertainty reflects the variety of uncertainty itself.
This indicates the value of methodological pluralism. The risk analyst needs a diverse set of tools
for modeling and managing uncertainty. Uncertainty is not monolithic, so its treatment must be
adapted to each circumstance.

2.2 Shackle-Popper Indeterminism

Risk analysis is difficult, in part, because there are many things that we do not yet know. This
has an important implication that was developed separately and in different ways by the economist
Shackle(19, pp.3–4, 156, 239, 401–402) and the philosopher Popper,(20, pp.80–81, 109) and that I will refer to
as Shackle-Popper indeterminism.(21)

The basic idea is that the behavior of intelligent learning systems displays an element of un-
structured and unpredictable indeterminism. By intelligence I mean: behavior is influenced by
knowledge. This is surely characteristic of humans individually, of organizations and of society at
large: what we know influences how we behave. Risk analysts confront this when people alter their
behavior as a result of new facts, theories, products or processes. By learning I mean a process of
discovery: finding out today what was unknown yesterday. Shackle-Popper indeterminism arises as
follows:(19, 20) because tomorrow’s discovery is by definition unknown today, tomorrow’s behavior
is not entirely predictable today.

Given the richness of future discovery, (or conversely, the richness of our current ignorance),
future behavior is incompletely determined by the past. The patterns and laws of behavior will grow
or evolve in time as agents make discoveries. These laws cannot be known ahead of time. Indeed,
they don’t exist at all until they emerge, because by definition discoveries cannot be predicted and
the laws of behavior depend in part on discoveries that will be made.

Risk analysts use mathematical models to describe the properties and behavior of the systems
they analyze. Shackle-Popper indeterminism has important practical consequences for the use of
such models. Complexity and high dimensionality are severe challenges in themselves. However,
here we are dealing with the limited ability of laws or theories, derived from past behavior, to
describe future behavior. Shackle-Popper indeterminism explains why such laws and theories are
fallible and why models—based on laws and theories—are sometimes inadequate. Intelligent learn-
ing behavior, as we have defined it, entails an element of spontaneous innovation resulting from
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discovery. Consequently, models and theories cannot describe or predict all future behavior. In
this way Shackle-Popper indeterminism explains the inability of models, even probabilistic ones,
to predict structural changes that dominate the history of economic and social behavior. Shackle-
Popper indeterminism accounts for the partially un-lawlike and surprising nature of the systems
for which risk analysts are responsible. This indeterminism is a central cause of severe uncertainty.
We will discuss some practical implications in section 3.

2.3 Hume and the Problem of Induction

Our understanding of the world, and the models and scientific theories based on that understand-
ing, are obtained in part by induction: using evidence to draw new conclusions and to make
generalizations and predictions. Why are we justified in accepting or believing the laws of physics
or other sciences? The difficulty in conclusively answering that question gives insight into severe
uncertainty.

As David Hume explained long ago, one can never demonstrate by deductive reasoning that
past patterns will recur in the future. “[W]e cannot give a satisfactory reason why we believe, after
a thousand experiments, that a stone will fall or fire burn”.(22, p.160)

For all inferences from experience suppose, as their foundation, that the future will
resemble the past and that similar powers will be conjoined with similar sensible quali-
ties. . . . It is impossible, therefore, that any arguments from experience can prove this
resemblance of the past to the future, since all these arguments are founded on the
supposition of that resemblance.(22, p.57)

Furthermore, one cannot prove empirically that past experience is a guide to the future. By the
time one tests the regularity of the future, that future has become the past. The future can never
be tested, just as one can never step on the rolled up part of an endless rug unfurling always in
front of you.(23)

Of course, Hume had no doubt that stones will continue to fall in the future and that fires will
continue to burn. He ascribed this belief to the formation of habit, because neither experiment nor
reasoning can provide a basis for this belief. Hume did not deal with the problem of how we decide
which habitual predictions are warranted and which are not.

That problem has been studied by many philosophers and is very difficult and of great practical
importance to risk analysts. Nelson Goodman’s emerald example will make the point.(24,p.74)

Suppose that we have examined many emeralds up to time t and found them all to be green. This
supports the inductive generalization “All emeralds are green.” Now, says Goodman, consider the
property “grue”, which is “green up to time t and blue thereafter.” Our evidence from inspecting
emeralds up to time t is consistent with the statement “All emeralds are grue.”

Goodman surely does not doubt that emeralds are, and will remain, green. The question is:
what rule do we have for concluding from observation that “green” holds and “grue” does not.
Both are equally warranted based on noting the color of many emeralds up to time t. It is no
help to reply that we know other things, such as stability of color, or chemical composition. We
can always construct grue-like hypotheses that are consistent with our knowledge, because the past
does not uniquely constrain the future. As Hume wrote “Whatever is may not be.”(22,p.161)

This is not the place to review the many attempts to establish criteria for warrant of inductive
predictions. However, such criteria are of great importance to risk analysts, who use past data of
many sorts to make predictions. Risk analysis is difficult, in part, because it is difficult to establish
the degree of warrant of predictions and generalizations, especially when our contextual knowledge
is limited or when the system is in flux.
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3 Some Thoughts on How to Proceed

Risk analysis is difficult because we’ve only just begun to understand our world and its uncertain-
ties (section 2.1), and because indeterminism is an inherent part of the open universe in which
we live (section 2.2), and because learning from experience involves untestable assumptions and
because warrant for predictions is problematic (section 2.3). Focussing on these challenges of se-
vere uncertainty, and ignoring others (such as institutional and psychological issues), how can we
proceed?

3.1 Epistemic Paralysis

We first of all identify the risk of epistemic paralysis, in order to avoid it. As John Locke
wrote:(25, I.i.5)

If we will disbelieve everything, because we cannot certainly know all things; we shall do
muchwhat as wisely as he, who would not use his legs, but sit still and perish, because
he had no wings to fly.

The absurdity of Locke’s wingless gentleman starving in his chair leads us to belief and action,
despite our doubts. The moral imperative of the risk analyst’s professional responsibility sweeps
aside the paralysis of uncertainty.

This has three practical implications. First, one should acquire information and understanding—
which we will collectively refer to as “models”—subject to resource constraints. Second, it entails
acknowledgement that the models may be of diverse sorts (linguistic, deterministic, probabilistic,
etc.), that they may contain conflicting information, and that better models will probably become
available in the future or given more resources. These two implications can be combined by saying
that the analyst must balance between skepticism and the need to decide and act. Third, it implies
the need for tools to manage this balancing act.

3.2 Models and Robustness

Many methods are relevant to managing our ignorance without falling prey to epistemic paralysis.
Here we will focus on a generic concept of robustness.

‘Robust’ means(26) ‘Strong and hardy; sturdy; healthy’. By implication, something that is robust
is ‘not easily damaged or broken, resilient’. A statistical test is robust if it yields ‘approximately
correct results despite the falsity of certain of the assumptions underlying it’ or despite errors in
the data.

A decision is robust if its outcome is satisfactory despite large error in the information and
understanding that justified or motivated the decision. A decision is robust to the extent that it
is resilient to surprise, immune to ignorance. This meaning of robustness has been operationalized
in many ways. We have robust statistics,(27) robust control,(28) robust decision making,(29) robust
flexibility,(30) robust economics,(31) info-gap robustness,(18) and many more tools.

The precise meaning of robustness differs among these tools. Sometimes it is probabilistic and
sometimes not. Some methods are derived from axiomatic formulations and theorems of optimality.
Other methods are derived by plausible reasoning from a given state of knowledge. Others are
pragmatic and ad hoc. But all robust methods for analysis of risks and for prioritizing decisions
attempt to balance between what we know—our models in the broad sense—and what we don’t
know. They all attempt, in different ways, to achieve acceptable outcomes based on our knowledge
and despite our sometimes severe uncertainties. They all attempt to responsibly avoid epistemic
paralysis.

Is a robust strategy a good probabilistic bet for achieving acceptable or desired outcomes?
The question is important because likelihood of success is desirable. The question is difficult
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because most concepts of robustness are non-probabilistic. The surprising answer is that even
non-probabilistic concepts of robustness often provide the best probabilistic bet. We touch on the
explanation here and return to it in section 3.3.

Statistical or probabilistic concepts of robustness enable the evaluation of likelihood of success
in one sense of another. Other concepts of robustness are inherently non-probabilistic, usually
because the relevant probability distributions are not known. As Wald remarks,(11,p.267) “in most
of the applications not even the existence of . . . an a priori probability distribution [on a class of
distribution functions] . . . can be postulated, and in those few cases where the existence of an a
priori probability distribution . . . may be assumed this distribution is usually unknown.”

Nonetheless, robustness to ignorance and surprise is often a successful strategy in competition.
There is evidence that info-gap robust strategies are widespread in animal foraging(32) and in
financial markets(18 sec.11.5, 33, 34), both of which are situations in which bad bettors would be
weeded out by competitors who make better bets. The suggestion is that a robust strategy is a
better bet than other strategies, as can be shown formally for a wide range of applications.(35, 36)

Sometimes the analyst knows that other strategies are, in principle, more likely to succeed.
Nonetheless, when those strategies are not implementable due to lack of data or knowledge, a
robust approach of one kind or another is a defensible and responsible avoidance of epistemic
paralysis.

3.3 Robustness and the Innovation Dilemma

We will briefly and qualitatively discuss a robustness analysis of the innovation dilemma.(37)

3.3.1 Problem Formulation

Innovations are attempts to achieve a better future. However, innovations often present a chal-
lenging dilemma to risk analysts and decision makers. Many decisions require choosing between
options, one of which is both potentially better in the outcome but markedly more uncertain. In
these situations the decision maker faces an “innovation dilemma.”

Innovation dilemmas arise in many contexts of concern to risk analysts. New and innovative
technologies are often advocated because of their purported improvements on existing products
or methods. However, what is new is usually less well-known and less widely tested than what is
old. The range of possible adverse surprises of an innovative technology may exceed the range of
surprise for a tried-and-true technology. In public health, for instance, new immunization programs
may present policy officials with worries about uncertain side effects. New agricultural technologies
promise improved production efficiency or new consumer choices, but with uncertain benefits and
costs and potential unanticipated adverse effects resulting from use of manufactured inputs such
as fertilizers, pesticides, and machinery, and, more recently, genetically engineered seed varieties.2

And so on.
Innovation dilemmas are decision problems with three traits: critical needs must be met; the

current situation may or may not be adequate; the innovation looks significantly better than current
practice but is much more uncertain. To change, or not to change? What strategy to use in making
a decision? What choice is the best bet?

3.3.2 Two Solution Strategies

The decision is easy in either of two extreme situations, and their analysis will reveal a general
conclusion.

2I am indebted to L. Joe Moffitt and Craig Osteen for the agricultural example.
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One extreme is that the status quo is clearly insufficient or unsatisfactory. Whether the realm
is public health, or agricultural productivity, or homeland security, the current situation is unac-
ceptable and must change.

The other extreme is that the status quo is just fine. Public health is steadily improving,
productivity is continually rising, or security is high. No change in policy is justified.

From these two extremes we draw an important general conclusion: the right choice depends on
what you need (or think you need, or perceive as the values of the options). To adopt the innovation
and to change, or to stay with conventional methods, depends on what outcome is needed or deemed
acceptable. There is no universal answer, like, “Always try to improve” or “If it’s working, don’t fix
it”. This is a very general property of decisions under uncertainty, and we will call it “preference
reversal” because of its close structural relation to the psychological phenomenon known by that
name.(18 ch.11, 38) One’s preference between alternatives depends on what one needs.

The decision strategy that we have just described is attuned to the needs of the decision maker.
The strategy attempts to satisfy the agent’s critical requirements. If the status quo would reliably
do that, then stay put; if not, then change. Simon called this a satisficing decision strategy:
one that satisfies a critical requirement.(39)

The concept of a “critical requirement” requires some further explanation. In some situations
the critical requirement is explicit, as when a regulatory agency requires that the probability of
failure be less than 1 per million per year, or that the lifetime exceed 40 years, and so on. In other
situations the agent may initially think in terms of maxima. For instance, the owner of a firm may
wish to maximize the time to failure of the firm. On closer thought, and given the pressure of limited
foresight, the owner might be quite satisfied with confidence in another 40 years of operation, (or
maybe, “Let’s just get past the current crisis.”). A common example of the distinction between
maximizing and satisficing is in finance. Stock brokers may advertise their ability to maximize
their client’s wealth. However, at the end of year, what the broker brags about is having performed
better than other brokers. The broker’s critical requirement is to beat the competition, and this
is a satisficing requirement. The claim of maximization is stronger than what the broker needs to
make in order to attract clients.

Now let’s consider a different decision strategy that the agent might use. The agent has models—
in the broad sense of information and understanding—of two alternatives: the standard alternative
and the innovative one. The models may be data sets, or mental models, or deterministic or
probabilistic models, or combinations of these or other possibilities. Given these models, the agent
predicts which alternative would yield the better outcome. The decision strategy is to choose
the alternative whose predicted outcome is best. We will call this decision strategy outcome
optimization. This strategy uses the models to find the choice that—if the models are correct—
will yield the best outcome. Outcome optimization (usually) gives a single “best” decision, unlike
the satisficing strategy that returns different answers depending on the agent’s needs.

The distinction between outcome optimization and satisficing is not in the mathematics that is
used to describe or implement them. They both might be optimizing something. The distinction
is in the agent’s expectations3 for the outcome. In outcome optimization the agent seeks the best
possible result of the decision, where “best” is in the substantive context of the agent’s needs
or desires. In the satisficing strategy the agent looks for an outcome that is adequately good
(which may be very demanding), where “good” is in the same substantive context as “best” for
the optimizer. Note that outcome optimization can be thought of as a special case of satisficing:
the one where the satisficer’s adequate outcome is, in fact, the predicted optimum. But satisficing
and outcome-optimizing are different if the satisficer aims at less than the predicted optimum.

There is an attractive logic—and even perhaps a moral imperative—to use one’s models to
achieve the best outcome. One should always try to do one’s best. But, under severe uncertainty, the

3The agent needn’t be aware of these expectations. The distinction between satisficing and outcome optimization
is relevant also for animals or organizations.
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catch in the argument for outcome optimization is that the models, even if they quantify uncertainty
with probability distributions, may actually be grievously wrong. Outcome optimization ignores
the agent’s central dilemma under severe uncertainty: stay with the relatively well known but
modest alternative, or go for the more promising but more uncertain alternative. Under severe
uncertainty, our models, even if probabilistic, may not adequately quantify our ignorance.

In many situations it can rightly be pointed out that the agent’s models account probabilistically
for uncertainty. Probabilistic models are good to have, and if they are correct then one can
realistically optimize probabilistic outcomes. But a probabilistic outcome optimization is simply
one type of outcome optimization, and is subject to the same vulnerability to error. The world
is full of surprises. Under severe uncertainty, the probability distributions that are used are quite
likely wrong, especially in predicting the rare events that the agent is most concerned to avoid or
achieve.

When making a decision under severe uncertainty, and when outcomes must satisfy critical
requirements, the strategy based on satisficing is usually more reliable than outcome optimization,
in a sense that we now explain.

3.3.3 Robustness and Probability

The satisficing strategy might not use probabilistic information. Nonetheless, the satisficing strat-
egy is often a better bet (or at least not a worse bet), probabilistically speaking, than any other
strategy, including probabilistic outcome optimization,

When the satisficing decision strategy is the best bet, this is, in part, because it is more robust
to uncertainty than any other strategy. A decision is robust to uncertainty if it achieves required
outcomes even if adverse surprises occur. In many important situations (though not invariably),
as we mentioned in section 3.2, more robustness to uncertainty is equivalent to being more likely
to succeed. When this is true we say that robustness is a proxy for probability.

A thorough analysis of the proxy property is rather technical.(36) However, we can understand
the gist of the idea by considering a simple special case.

Suppose we are completely confident about the future value of not making any change (not
adopting the innovation). In contrast, the future value of changing is apparently better though
uncertain. If not changing would satisfy our critical requirement, then we are absolutely certain of
satisfying our requirements if we do not change. Not changing is completely robust to surprises so
the probability of success equals 1 if we do not change, regardless of what happens with the other
option. Likewise, if not changing would not satisfy our critical requirements, then we are absolutely
certain of failure if we do not change; the probability of success equals 0 if we do not change, and
changing cannot be worse. Regardless of what probability distribution describes future outcomes
if we change, we can always choose the option whose likelihood of success is greater (or at least not
worse). This is because not changing is either sure to succeed or sure to fail, and we know which.

This argument can be extended to the more realistic case where the outcome of rejecting the
innovation is uncertain and the outcome of adopting the innovation, while seemingly better than not
changing, is much more uncertain. The agent can know which option is more robust to uncertainty,
without having to know probability distributions. This implies, in many situations, that the agent
can choose the option that is a better bet for satisfying the outcome requirements.

3.3.4 Summing Up: Robust-Satisficing and the Innovation Dilemma

An innovation dilemma arises when one must choose between a seemingly better (innovative)
option that is more uncertain, and a more thoroughly understood but possibly less attractive (tried
and true) option. The first step in balancing between uncertainty and decisiveness is to identify
critical or necessary outcomes. Then, in a range of situations, a satisficing decision strategy that
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is maximally robust to our ignorance is a better bet than other strategies, for instance outcome
optimization, as we have explained above.

3.4 Robustness and Worst Cases: Two Approaches

There are many types of risk analysis partly because ignorance and uncertainty come in many
forms. Probabilistic uncertainty induces probabilistic risk analysis, while starker uncertainty—for
instance ignorance of relevant probability distributions—engenders other analyses of risk.

A widely occurring operational distinction between risk analyses hinges on whether or not mean-
ingful worst cases can be identified. When one can plausibly specify the worst events that can occur
(and presuming we don’t know probability distributions), then one might justifiably try to amelio-
rate these worst contingencies. This can be done in many different ways, and we will refer to this
type of strategy as min-max analysis: minimizing the maximum damage.

The ability to implement a min-max analysis depends on identifying meaningful worst contin-
gencies. This is feasible in many situations. The concept of a “meaningful worst case” depends
on knowledge and judgment that may be within the risk analyst’s competence. However, it is not
usually sufficient to specify a worst case in some formal or abstract sense, such as the set of all
contingencies that are consistent with the laws of science. A min-max analysis based on such an
inclusive formulation may be uselessly over conservative. Min-max analysis is most useful when
the analyst is able to avoid vacuous specification of worst cases. However, when information is
really scarce, for instance when processes are poorly understood or changing, then even typical
cases cannot be reliably identified. It may then be impossible to meaningfully specify the boundary
between extreme but possible occurrences, and the impossible or negligible.

Nonetheless, even when worst cases cannot be meaningfully specified, the analyst still has data,
understanding, and mathematical representations: models in the broad sense that we are using
that term. It is simply that the analyst cannot responsibly specify the magnitude of error of
these models. For instance, we have many models for long-range climate change, but the earnest
scientific disputes over these models may preclude the ability to confidently bound the errors. Or,
introducing a new species to an ecosystem, either deliberately as an genetically modified organism
or inadvertently by invasion, may alter the ecosystem dynamics in unknown ways.

In such situations one can still formulate and implement a robustness analysis. Info-gap the-
ory has been developed precisely for the task. Let’s discuss min-max and info-gap concepts of
robustness.

The min-max concept of robustness responds to the question: how bad is the worst case? This
is valuable information for the risk analyst and decision maker because if the worst case—after
amelioration by a min-max analysis—is tolerable, then one can reasonably say that the system is
robust to uncertainty.

The info-gap concept of robustness responds to a different question: how wrong can the models
be and still guarantee that the outcome is acceptable? This is useful for the risk analyst and
decision maker because if the models can err enormously without preventing acceptable outcomes,
then one can reasonably say that the system is robust to uncertainty.

These two concepts of robustness—min-max and info-gap—are different, motivated by different
information available to the analyst. The min-max concept responds to severe uncertainty that
nonetheless can be bounded. The info-gap concept responds to severe uncertainty that is unbounded
or whose bound is unknown. It is not surprising that min-max and info-gap robustness analyses
sometimes agree on their policy recommendations, and sometimes disagree, as has been discussed
elsewhere.(40)

It should be pointed out that Sniedovich’s tendentious discussion(41) of “voodoo decision making”
and “No Man’s Land” misses the point. Info-gap theory, like all theories of robustness, starts with
the analyst’s models, and asks: how much error in these models can be tolerated? The info-gap

8



robustness question—how wrong can one’s models be and yet the decision still yields an acceptable
outcome—is pertinent when maximum error is unknown. If the robustness is large, (and this is a
judgment that the analyst must make, like other judgments made by risk analysts) then one may
have confidence in the decision. If the robustness is not large, and especially if the robustness is
small, then confidence is not warranted. If the robustness is small then confidence is warranted
only “locally”, near the models, while if the robustness is large then confidence is warranted over
a wide domain of deviation from the models. Info-gap theory uses the analyst’s models, but this
does not make it a “local” theory of robustness.

Info-gap theory provides a range of distinctive mathematical models for non-probabilistically
representing uncertain information of many sorts. Scholars are just barely launched on the study
of uncertainty, as witnessed by the florescence of uncertainty models in the past century.(42) If we
remain dispassionate and abjure demagoguery, then our mastery of the unknown will continue to
grow. See Snow’s comments in a similar context.(43,pp.56–58)

3.5 The Other Side of the Coin: Opportuneness

Risk analysts participate in preventing high-consequence adverse events in critical technologies.
However, uncertainty is not necessarily pernicious, and may even be propitious. Analysts of risk
should at least glance in the direction of potential favorable opportunities. Info-gap theory provides
a method for doing this, as we now explain.

The analyst has models for anticipating the outcome of an action. A surprise is favorable if its
consequence is better than the anticipated outcome. An action or decision is opportune if it can
facilitate or exploit favorable surprises.

The info-gap concept of opportuneness(18) responds to the question: how wrong must the models
be in order for outcomes better than expected (and perhaps even wonderful) to be possible? If
the models need to err only slightly in order to enable wonderful outcomes, then the decision is
opportune for uncertainty.

The opportuneness question is the converse of the robustness question discussed in section 3.4:
how wrong can the models be, and the outcome is still guaranteed to be acceptable?

In some domains, such as some areas of finance, risk analysts focus primarily on favorable oppor-
tunities. In other domains, such as health or technological safety, risk analysts focus primarily on
robustness against unacceptable outcomes, rather than on opportuneness for wonderful outcomes.
Nonetheless, the info-gap opportuneness analysis can support a robustness analysis in three ways.

First, consider the choice between two options that have equal or similar robustness against
failure. In this case, the opportuneness analysis can break the tie.

Second, robustness and opportuneness are not necessarily antagonistic. There are many situa-
tions in which a change in the decision that augments the robustness also augments the opportune-
ness. Awareness of this possibility is relevant to a comprehensive analysis of the decision.

Third, consider a situation where robustness and opportuneness are antagonistic: improving one
of them causes deterioration of the other. The risk analyst may demand large robustness against
pernicious uncertainty. Now suppose the maximum robustness is quite large. Variation of the
decision around the robust maximum will result in small change in robustness (if the maximum
is a stationary point). But such variation of the decision can lead to substantial improvement
in the opportuneness (if its optimum is separate from the robust optimum). This means that a
small amount of robustness can, sometimes, be traded for substantial improvement in the ability
to exploit opportune surprises. The risk analyst may wish to consider this trade off.
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4 Conclusion

Many challenges face the risk analyst, and in this essay we have touched on some that arise from
the limitation of knowledge and the richness of the unknown. We have discussed some tools for the
analysis and management of severe uncertainty, focussing on concepts of robustness.

Within the context of the epistemological considerations raised here, a great pitfall to be avoided
by the risk analyst is rigid adherence to any one methodology. The risk analyst is butting against
the endless diversity of the unknown. Sometimes one conceptual approach is appropriate, and
sometimes another. The need for methodological pluralism has implications for both education
and legislation.

Another great pitfall to avoid is the exclusive devotion to scientific analysis. Science is the
basis of our analysis, but “it is anything but a pure scientific world in which [we] live.”(44,p.88) The
risk analyst must understand the historical, philosophical, social and economic contexts and adapt
the scientific analysis to them. Concepts and modes of thought from the humanistic and social
disciplines are invaluable in this enterprize.
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